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Abstract

We use a simple conceptual model to examine the roles of vertical mixing and surface buoyancy fluxes in
the dynamics of the global overturning circulation that ventilates the deep oceans. In addition to using the
Munk [Munk, W.H., 1966. Abyssal recipes. Deep-Sea Research 13, 707–730] advection–diffusion balance in
the ocean interior, we close the circulation by including the small high-latitude sinking regions, which are
assumed to be turbulent geostrophic gravity currents on gentle topographic slopes. The interior and sinking
regions are coupled by turbulent entrainment into the sinking regions and we examine the global influence
of this entrainment. An important realization is that the rates of mixing into slope currents, predicted to be
very small as a function of along-flow distance, imply rates of entrainment per unit depth of fall that are
comparable to the entrainment rate for vertical plumes. The overturning mass flux and ocean density strat-
ification are found as a function of the vertical diffusivity and total heat transport. Given a realistic heat
transport and the measured average mixing rate of order 10�5 m2/s, this simple model yields predictions
consistent with data for the increase in volume flux with depth in slope currents, the magnitude of the glo-
bal overturning circulation, and the averaged top-to-bottom density difference. Despite the absence of other
mechanisms thought to be important in the thermocline, the model also gives a realistic thermal boundary
layer thickness. As a consequence of entrainment into the dense sinking currents, the linking of abyssal den-
sities to surface fluxes and the assumption of a uniform diffusivity, the model convective flow requires much
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less energy than the Munk (1966) prediction. The results indicate that the ocean overturning is feasibly a
convective one and we suggest there might be no need to search for �missing� mixing.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Surface waters of the oceans are subject to net heating at equatorial latitudes (between approx-
imately 20�S and 23�N based on a global annualized average) and to net cooling polewards of
these latitudes (Houghton et al., 1996, p. 212). The circulation of surface waters, largely driven
by wind stress, carries a net poleward transport of heat to maintain the balance. Downwelling
occurs at polar latitudes, in highly localized areas, and carries surface waters to abyssal depths
(Stommel, 1962; Rossby, 1965; Munk, 1966; Winton, 1995; Pierce and Rhines, 1996; Marotzke
and Scott, 1999). This downwelling occurs primarily as dense bottom currents descending against
topographic slopes (Spall and Pickart, 2001) in both the northern and southern hemispheres, but
surface waters sink to the greatest depth (in the present day circulation) at sites around Antarctica
to form Antarctic Bottom Water (AABW). Surface waters that sink in the North Atlantic to be-
come North Atlantic Deep Water (NADW) are found in the abyssal ocean at levels above the
AABW. The global overturning circulation is closed by upwelling of the abyssal waters. Some
of this upwelling can take place by advection along isopycnal surfaces that outcrop to the surface
in the Southern Ocean from depths of up to 1500 m, as a result of wind stress (Tsujino and Sug-
inohara, 1999; Webb and Suginohara, 2001). However, modelling indicates that much of the
upwelling can be represented as broadly distributed over much of the ocean area (Stommel and
Arons, 1960; Munk and Wunsch, 1998; Tsujino et al., 2000; Hodnett and McNamara, 2003; Scott
and Marotzke, 2003), as this requires the minimum upwelling velocity and gives the maximum
overturning strength (Winton, 1995).

In current diffusive theories of the meridional overturning circulation (MOC) the density struc-
ture throughout much of the ocean is maintained by a balance between slow upwelling of cold
water and downward turbulent mixing of heat, for which the required vertical diffusivity (at least
at depths between 1000 m and 3000 m) is of O(10�4) m2/s (Munk, 1966; Munk and Wunsch, 1998;
Tsujino et al., 2000). Large amounts of mechanical energy (of order 2 · 1012 W) are required to
maintain this large rate of vertical mixing. As only the tides and the surface winds can release such
amounts of energy (Munk and Wunsch, 1998), it has been argued (Huang, 1999; Wunsch, 2000;
Wunsch and Ferrari, 2004) that thermal buoyancy associated with the meridional heat flux cannot
be the dominant driving for the overturning circulation, that the circulation cannot be convection,
and that heat stored in the relatively warm equatorial surface waters must be carried passively
towards high latitudes by the circulation. There has also been an appeal to an interpretation of
Sandström�s ‘‘theorem’’ (Sandström, 1908). This is actually a postulate that Sandström drew from
his laboratory observations with heating and cooling sources placed at opposite ends of a water
tank 1 m long and 25 mm wide. Translating the original wording, the postulate states that heating
and cooling can maintain a circulation only when the heating is below the level of the cooling
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source. This has been taken to imply that heating and cooling at the same level cannot drive a
circulation. These two arguments would leave wind stress as the only force available to drive
the mean vertical overturning flow.

However, it has been demonstrated that it is incorrect to apply Sandström�s postulate to the
case of heating and cooling sources at the same geopotential surface. Sandström did not report
experiments with this case, but Jeffreys (1925) showed that a convective circulation will be main-
tained. A number of more recent laboratory experiments and numerical solutions, for rotating
and non-rotating cases, with heating and cooling at the same level and distributed over surface
areas comparable to the dimensions of the basin, have shown strong convective circulation (Ross-
by, 1965, 1998; Beardsley and Festa, 1972; Hignett et al., 1981; Park and Whitehead, 1999; Papa-
rella and Young, 2002; Mullarney et al., 2004; Wang and Huang, in press). Hence it is clear that
available potential energy can be created and work can be done against friction in such a system,
without external mechanical energy supply to mixing, contrary to the thermodynamic arguments
of Defant (1961) and Huang (1999). Laboratory experiments with heating and cooling at a sloping
base (Wang and Huang, in press) again show a persistent circulation (although only through part
of the water depth), evidence that the 1 m sea surface height difference of the oceans between the
tropics and the polar regions (Huang, 1999) is not a valid argument against convective flow driven
by surface fluxes. Physically, differential heating at the surface generates a pressure gradient in the
fluid along the surface, which immediately forces flow as soon as the heating is commenced (Mori
and Niino, 2002). In the steady state flow, diffusion in the interior will always transport some heat
to the bottom (Mullarney et al., 2004). The cooled plume must inevitably evolve to carry water to
the same depth, supplying a matching cooling flux and maintaining the steady state. Relevant to
the thermodynamic argument, the heating is then distributed throughout the depth of the flow
(unlike the suggestion of Huang, 1999, but consistent with measurements of deep stratification).
Cooling, on the other hand, is restricted to the depth of the boundary layer feeding the plume
(including deep convection) because the circulation maintains a temperature gradient throughout
the remainder of the fluid that is favourable only to downward diffusion of heat. The sea surface
height difference cannot influence these flow dynamics. Hence the bulk of the heating is then at a
greater depth (pressure) than the cooling. Therefore, it is invalid to apply Sandström�s postulate to
any system, including the oceans, with heating and cooling sources at the same level. Downward
turbulent mixing of the heat will further enhance the circulation. Indeed, Sandström (1908) cor-
rectly concluded that a convective circulation will penetrate to the maximum depth of mixing. The
numerous laboratory experiments prove that this can be the full-depth of a box, consistent with
physical intuition, ocean observations and Munk�s (1966) abyssal recipe.

The motive force for the overturning flow should not be confused with the supply of energy for
vertical mixing. Turbulent mixing allows transfer of heat to and from the boundary and trans-
ports heat downward in the interior, thereby maintaining the stratification and the horizontal den-
sity differences (buoyancy forces) available to force circulation. It has been concluded from
estimates of the magnitude of the energy required, that mixing (driven by winds and tides) con-
trols the circulation (Munk and Wunsch, 1998; Wunsch, 2000; Wunsch and Ferrari, 2004). How-
ever, the importance of mixing does not imply that the circulation is not a convective process.
Convection always entails a balance between diffusion from boundaries and internal advection.
Maintenance of the ocean stratification requires that the water column is continually overturned
by taking dense water to the bottom and advecting the water upward in the interior. This vertical
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exchange may be forced by buoyancy. Specifically, buoyancy is the dominant force pushing the
dense slope currents that carry deep and bottom waters to their depth of spreading (and we
assume here that these currents are the primary sinking legs of the convective overturning). In that
case we expect that the surface buoyancy fluxes are central to the problem, and that both mixing
rate and buoyancy flux govern the rate of overturning. Many GCM studies of the MOC (e.g.
Wright and Stocker, 1991; Suginohara and Aoki, 1991; Rahmstorf, 1996; Tsujino et al., 2000;
Park and Bryan, 2001; Rahmstorf, 2003) support a convective nature for the overturning, with
particular attention to sinking in the North Atlantic and a vertical advection–diffusion balance
in the Pacific.

Our purpose in this paper is to use an analytical model to examine a purely convective circu-
lation, in which buoyancy is the motive force for the overturning and in which (as with any other
form of convection) buoyancy flux and diffusion act together to govern the flow. The approach
taken here is very different from the boundary layer analyses for horizontal convection (forced
by fluxes on the same horizontal surface) by Rossby (1965), Killworth and Manins (1980), Hignett
et al. (1981) and Whitehead and Pedlosky (2000), and provides further insights into the funda-
mental dynamics of horizontal convection. Wind forcing can drive some of the meridional heat
transport in the upper ocean and it can supply energy to turbulent mixing in the interior, but
we will neglect any further roles of wind in forcing the overturning, such as through Ekman
pumping. Thus we derive an estimate for the overturning mass flux and ocean density profile that
would be produced by buoyancy forcing (i.e. convection), in the presence of interior vertical mix-
ing and entrainment into the sinking regions. The results are compared with the observed MOC,
and with previous scaling laws and idealized GCM studies.

A second outstanding question relevant to the MOC is a discrepancy between measured and
predicted rates of vertical mixing. Dissipation and tracer measurements in the ocean interior
(Gregg, 1989; Ledwell et al., 1993; Kunze and Sanford, 1996; Matear and Wong, 1997) support
a much smaller vertical diffusivity (of order 10�5 m2/s) compared to that required by the Munk
and Wunsch approach. Recent data (Rudnick et al., 2003) also suggest that the basin-averaged
diffusivity is less than a factor of three above that in the interior, despite the discovery of regions
of very intense turbulence associated with topography (Polzin et al., 1997; Lueck and Mudge,
1997; Ledwell et al., 2000). We will consider a range of diffusivities when evaluating the roles
of interior mixing and surface buoyancy fluxes.

In order to understand the combined roles of vertical diffusion and surface fluxes we require a
new model in which the circulation is closed by linking the interior flow with the surface fluxes and
with the localized regions of sinking. The deep sinking mostly takes the form of sill overflows from
marginal seas, such as the Weddell Sea and Denmark Strait–Faroe-Bank, and semi-geostrophic
dense currents flowing down bottom slopes (Price and Baringer, 1994; Jiang and Garwood,
1996; Swaters, 1998; Killworth, 2001). There may also be a net downward volume flux associated
with deep convection in the open ocean in the North Atlantic (see Winton, 1995; Send and
Marshall, 1995; Visbeck et al., 1996; Marotzke and Scott, 1999), but even there GCM studies have
indicated that boundary sinking is likely to be the most important (Spall and Pickart, 2001). The
conclusions in this paper, however, do not depend on the exact form of the sinking. Indeed similar
conclusions can be reached by considering a simple vertically-falling plume.

A poor understanding of dense slope currents (e.g. their path, stability, spreading and mixing)
makes them an active area of research (Killworth, 2001; Legg et al., in press). The currents are
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generally considered to be gravity currents and to be turbulent as a result of bottom shear stress.
The turbulence will cause entrainment (or horizontal withdrawal) of surrounding waters from the
surrounding ocean density stratification (Speer and Tziperman, 1990). Given that the Antarctic
plume(s) reaches the bottom (while the NADW does not), and using the simplification that the
AABW tends to fill the global ocean as a single basin, the results of many turbulent plume studies
in relatively simple, Boussinesq systems (Baines and Turner, 1969; Killworth and Turner, 1982;
Wong and Griffiths, 2001) imply that this plume carries the greatest buoyancy flux and is likely
to be dominant in producing the globally-averaged top-to-bottom density difference. The same
reasoning indicates that the North Atlantic sinking presently has a smaller buoyancy flux (but
not necessarily a smaller volume flux) and that its spreading takes place within the stratification
established by the dominant plume. An important aspect for climate research is that this weaker
plume is then likely to have the most variable depth of penetration in response to changes in sur-
face forcing. A non-linear equation of state for seawater, regional differences in the properties of
ambient waters entrained into each sinking current, and perhaps different topographic slopes and
current paths, will complicate the behaviour, but the simple model has great value in providing a
framework on which to build.

The role of mixing into overflows and slope currents in the larger-scale overturning circulation
has been examined in recent GCM-based studies of the North Atlantic, but the results are not
conclusive. For example, Döscher and Redler (1997) indicate a sensitivity of the large-scale circu-
lation to convective mixing, whereas Thorpe et al. (2004) find little sensitivity to the mixing
parameterization. In any case, these models use convective parameterizations for flow sinking
on a discretely stepped topography and as such do not reliably represent the turbulence and level
of mixing in currents having internal density stratification and flowing on gentle slopes. They also
do not address the global ocean or the dominant sinking plume (the Weddell Sea Outflow) that
feeds the bottom waters.

Hydrographic data for the major slope currents show that there is a large increase in transport
with depth (Price and Baringer, 1994; Orsi et al., 1999, 2002), and it would therefore appear that
entrainment results in a crucial contribution to the mass flux and properties of deep and bottom
waters. These observations suggest the possibility of significant recycling of waters between the
interior and the sinking regions at abyssal depths, without requiring all of the mass flux to upwell
through the thermocline. Such a picture is a significant departure from the requirement that there
be a one-dimensional balance of advection and diffusion in the deep interior, and highlights the
importance of developing better conceptual and process models for the circulation, as well as fur-
ther improving the parameterization of mixing into sill overflows and slope currents in GCMs.
The existing understanding of turbulent entraining plumes and the so-called ‘‘filling box’’ process
of Baines and Turner (1969) offers some immediate insights into the way in which the dense cur-
rents may interact with their surroundings, with a dominant plume building the stable ocean stra-
tification from below. However, this process continually adds density to the bottom, gives only
unsteady solutions and does not include interior vertical diffusion.

In this paper we develop a simple dynamical model with which to examine, as a function of
the vertical diffusivity, the form of steady overturning circulation that can be supported by
buoyancy forcing at the surface. As a first approximation to the global ocean, and in the inter-
ests of illustrating the principles, we describe the circulation involving only a single slope plume
(representing the southern hemisphere in the present circulation). Other slope plumes will have
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comparable fluxes if they are to have global significance. However, the weaker plumes will in-
trude at shallower depths (e.g. the NADW) and have relatively small effects on the stratification
(Killworth and Turner, 1982; Wong and Griffiths, 2001). An important aspect of the solution is
that the large-scale circulation and the sinking (slope current) dynamics are fully coupled, via
the surface fluxes, i.e. the plume evolution is influenced by the ambient density structure which,
in turn, is influenced by the plume. We develop in Section 2 an analytical solution for the
circulation (which we refer to as a ‘‘recycling box’’ to emphasize the concept of a steady, dif-
fusive ‘‘filling box’’ with zero net heat flux). This model has aspects in common with an analysis
of entraining slope currents from marginal seas by Speer and Tziperman (1990), but we include
matching heating and cooling fluxes distributed over the surface of the global ocean. We then
apply the model to the oceans, in Section 3, focusing on the model predictions for diffusivities
of 10�5 m2/s, as measured in the ocean interior, and 10�4 m2/s, as predicted by the Munk (1966)
balance. The solutions confirm that entrainment reduces the interior mixing rate required to
sustain a given stratification, and suggest that the larger turbulent diffusivities may not be nec-
essary to maintain the observed overturning circulation. We predict for the measured mixing
rates, a convective overturning mass flux and rates of entrainment into the slope current
consistent with ocean measurements, as well as a vertical density distribution similar to the
globally-averaged density profile in the oceans. Thus the solutions show that the observed
circulation is plausibly a convective flow forced by the surface heat fluxes, in the presence of
the smaller diffusivity. For a given top-to-bottom average density difference, the external energy
input required for mixing is an order-of-magnitude less than that predicted for the diffusivity of
Munk and Wunsch (1998). In Section 5 we reconcile our results with the previous larger
estimates for the vertical diffusivity in the oceans.
2. A ‘recycling box’ model for the global overturning circulation

2.1. Approach and assumptions

We now develop a description of the circulation in the simple model of Fig. 1. The model builds
on earlier conceptual models of the thermohaline circulation consisting of a few localized downw-
ellings extending to the bottom and a broad, slow upwelling. Vertical mixing in the interior (every-
where outside the sinking plume) is required to maintain a steady density distribution and is
characterized by an arbitrary but uniform diffusivity j� that can, in the general case, be molecular
or turbulent. For turbulent diffusion we do not specify the energy source, which may include the
winds and tides.

Following previous discussions of the dynamics and mixing in ocean bottom currents (Price
and Baringer, 1994; Jiang and Garwood, 1996; Killworth, 2001), we assume a buoyancy–
bottom drag momentum balance, with the mixing into the slope currents predominantly forced
by the mean along-stream shear stress. This assumption allows entrainment rates to be esti-
mated from Taylor�s entrainment assumption (Turner, 1986). A large additional input of energy
to the current from internal tides and waves impinging on the slope might imply a greater
entrainment rate that is not taken into account here. Our assumption is also consistent with
the recent convection experiments of Mullarney et al. (2004), which show that at sufficiently



Fig. 1. Convective flows owing to cooling and heating at rates qc and qh = �qc, respectively, along the same horizontal
boundary. The surface cooling leads to a small region of downwelling from the surface to the bottom, and surface
heating allows the flow to reach a steady state: (a) isotherms in a square box obtained from a numerical simulation of
horizontal convection driven by an imposed linear temperature gradient along the surface for a Rayleigh number of 106

(Mullarney, 2004, cf. Rossby, 1998). Similar solutions are found at much higher Rayleigh number (Mullarney et al.,
2004); (b) schematic diagram of a model for the meridional overturning circulation of the oceans. The downwelling is
represented as a slope plume in an idealized ocean of depth H and cross-sectional area A. Only the downwelling with
greatest buoyancy flux is shown. If the sinking is turbulent, entrainment drives recirculation at depth. For analytical
purposes, the cooling is treated as at a point and heating is then over the entire area.
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large Rayleigh numbers the (full-depth) downwelling plume against the boundary (and the bot-
tom outflow) can be turbulent in appearance, entraining water from its surroundings even under
laboratory conditions. We note that buoyancy-driven turbulent currents would appear to be
inconsistent with the Paparella and Young (2002) prediction that horizontal convection is
non-turbulent. Their conclusion is based on the result that the basin-averaged dissipation rate
vanishes in the inviscid limit (when both molecular viscosity and molecular diffusivity vanish).
For now we simply note that the sinking occupies a very small fraction of the basin volume
(and say nothing about the role of buoyancy on the basin-averaged mixing) and that entrain-
ment does not require fully-developed turbulence. Our description of sinking regions as slope
currents strictly applies only at depths greater than the sill depth from which the plume begins
its travel downslope. However, we assume the plume has a point source at the ocean surface
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because that is where the vertical volume flux must be zero, and because the surface water (with
the maximum density) must sink. Thus we avoid the tasks of describing the specifics of convec-
tion and mixing in the marginal sea or on the continental shelf. In any case, wind-driven mech-
anisms are expected to influence the shape of the density profile in the thermocline. Hence the
model is expected to be a crude approximation at shallow depths, perhaps useful only for the
density difference. On the other hand, we have found that a similar formulation of the model
assuming a region of turbulent vertical sinking to the bottom in the open ocean, in place of
the slope current, leads to comparable results. Although the formulation for an overturning
flow with a vertical plume is simpler, we report here the case with a slope plume as it has
greater oceanographic relevance.

We treat the cooling flux qc at the surface as entirely focussed into the plume at one end of the
basin (Fig. 1b), and distribute the heat input uniformly over the entire surface. The localization of
cooling is for analytical convenience only—the exact position of the cooling and the size of the
cooling area will not play an important role in determining the pattern of flow or the density strat-
ification, provided there is no net heat input and the resulting distribution of temperature along
the surface is monotonic. A two-dimensional formulation of this model (to be reported elsewhere)
has been applied to the tank experiments of Mullarney et al. (2004), where one half of the bound-
ary is cooled, and gives excellent agreement. Somewhat similar circulation occurs in the ‘‘filling
box’’ flow (Baines and Turner, 1969; Killworth and Turner, 1982; Pierce and Rhines, 1996). How-
ever, in these ‘‘filling box’’ studies the density was not constant in time owing to the continual
addition of buoyancy from the plume source. Here we require a matching heat input qh = �qc dis-
tributed over the surface, and we allow for vertical diffusion of heat (density) in the interior. Both
the flow and the density profile reach a steady state in which diffusion and advection of density are
exactly balanced in the interior. Importantly, we allow the vertical upwelling velocity in the ocean
to vary with depth, a consequence of the entrainment of water into the turbulent currents carrying
cold waters to the bottom. We derive in this section a set of coupled equations for the slope cur-
rent and the ocean interior, for which the solution (given the observed heat flux) involves one free
parameter—the interior vertical diffusivity.

The isopycnal surfaces in the interior of a convective overturning flow driven by surface fluxes
must outcrop to the surface in the area of cooling as the flow approaches the sinking region (Fig.
1a). This outcropping occurs because the poleward surface flow must lose buoyancy to the surface
before it can sink at the plume, and the densest water in the system is found at the surface above
the plume. With the model idealization of cooling at a point source, this outcropping occurs at the
edge of the plume, leaving the isopycnals flat throughout the interior (Fig. 1b). In the laboratory
experiments of Rossby (1965) and Mullarney et al. (2004), where the destabilizing heat flux is dis-
tributed over a finite area of the surface, isotherms are seen to slope upward (inverting the exper-
iments to the ocean orientation) from the interior to outcrop at the surface across the �cooled� area
and in the vicinity of the plume. In the case of an applied temperature gradient (Rossby, 1965,
1998) the outcropping can form a tight surface front. In these non-rotating experiments, as well
as in rotating experiments (Hignett et al., 1981; Park and Whitehead, 1999; Whitehead and Ped-
losky, 2000), the outcropping density surfaces are qualitatively similar to those measured in the
oceans (e.g. Peixoto and Oort, 1992, p. 195). For example, the neutral density surfaces at depth
in the Southern Ocean slope upward at latitudes polewards of 50�S to approach the surface near
Antarctica. Likewise, both the tank experiments and the ocean show a reduced vertical density
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gradient at shallow depths near the sinking compared with the same depth in the interior. Water is
cooled by transport of heat to the surface (by mechanisms including mixed-layer and deep con-
vection, but modelled most simply here in terms of a uniform diffusivity). Returning to the model
formulation, the cooling and outcropping are simply compressed into a region at the edge of the
plume. Thus the model given here captures the way in which sinking regions entrain surrounding
water having abyssal densities at shallow depths.

Planetary rotation is expected to play an important dynamical role in the (near horizontal) flow
of turbulent bottom currents on a slope and we include this explicitly in our representation of a
geostrophic mean flow in the three-dimensional bottom current. However, as a first approxima-
tion, we do not include effects of rotation in the interior (zonally-integrated) flow on the grounds
that the isopycnal surfaces are observed to be flat throughout much of the ocean interior (presum-
ably owing to a large difference between the short timescales for horizontal homogenization and
the millenial timescale for vertical flow). The flat isopycnals, in turn, imply that the formulation
does not require consideration of a horizontal momentum equation in the interior or surface
boundary layer. Instead, the use of an imposed (or observed) total heat transport and the conse-
quent horizontal pressure differences at the plume are sufficient to close the problem. Hence the
simple geostrophic scaling, previously invoked to explain the dependence of heat and mass fluxes
on surface temperature difference and vertical diffusivity in GCM studies of the overturning
circulation (Bryan and Cox, 1967; Bryan, 1987; Wright and Stocker, 1991; Park and Bryan,
2001), does not enter explicitly. The use of the observed heat flux as a boundary condition in
the present model, however, implicitly involves the wind-driven geostrophic flow, Ekman trans-
port and planetary vorticity dynamics of the surface layer. Hence the models may be consistent
with each other. Rather than predict the heat flux as a function of a surface temperature differ-
ence, the present approach aims to solve for the vertical overturning flow as a function of the heat
flux. We return to this point in Section 4.

In the interests of illustrating a simple means of estimating the ocean overturning and most sim-
ply demonstrating the potential role of entrainment, we make several idealizations. We present a
formulation with a horizontal basin area independent of depth (but also report the effects of a
changing area in Section 4). We also neglect effects due to a non-linear equation of state. A second
sinking region, such as the present North Atlantic, is omitted. This can be included, and intro-
duces the ratio of the two buoyancy fluxes as an additional parameter, along with cross-equatorial
flow and the question of whether steady states then exist. Space does not allow this extension to be
reported here and it is not central to illustrating the effects of entrainment or to estimating, to
order-of-magnitude, the overturning owing to any of the major sinking regions. Earlier models
incorporating a vertical diffusion–advection balance and entrainment of ambient water into a
plume or bottom current (Manins, 1973, 1979; Speer and Tziperman, 1990; MacCready et al.,
1999) have used even simpler geometries and dynamics to describe the plume. These models have
not been applied to the global ocean. For instance, Manins (1973) analyzed the circulation owing
to a vertical line plume in a rectangular box and compared solutions with observations of the den-
sity stratification in the Red Sea, with favorable results. However, his formulation allowed the
adjustment of three free parameters when fitting the model to the measured density profile. Speer
and Tziperman (1990) applied similar ideas to a source of dense water flowing into an ocean basin,
using a streamtube model for the slope current, but did not impose a vanishing net surface buoy-
ancy flux to allow the system to be steady.
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2.2. The slope plume

We develop the equations describing conservation of volume, momentum and buoyancy for the
turbulent slope current illustrated in Fig. 2. Currents on a topographic slope u are in approximate
geostrophic balance and their downslope trajectory is usually at a small angle to the contours of
constant depth (Killworth, 2001). We assume that the lateral current width 2R is much greater
than its height, and that both the mean along-stream velocity U and the mean density q in the
current approach ambient values as the normal distance z 0 from the slope increases. Following
Baines and Turner (1969) and Turner (1973) we approximate U and the density anomaly
q � qe by a Gaussian form,
Fig. 2
direct
throug
be gov
Uðs; z0Þ ¼ U sðsÞ exp � z02

B2ðsÞ

� �
ð1Þ
and
qðs; z0Þ � qeðsÞ ¼ ½qpðsÞ � qeðsÞ� exp � z02

B2ðsÞ

� �
; ð2Þ
where s is the along-stream coordinate and B=
ffiffiffi
2

p
is the 1 � r height of the current. For (2) to be

valid, we assume B to be much less than the vertical scale over which the density qe in the basin
interior varies, and qe(s) is then the density of water in the basin at the depth corresponding to the
along-stream position s in the slope current. The volume flux in the slope current increases with
distance s owing to entrainment of ambient water.

The entrainment flux is characterized by a ratio Eh of an entrainment velocity to the streamwise
current velocity, where the entrainment velocity is defined by the rate of increase of the current
volume flux per unit width (Baines and Turner, 1969; Turner, 1973). Thus the volume flux per unit
width in the current increases with s at a rate EhUs, where the entrainment constant is determined
. Schematic diagram of a turbulent bottom current on a topographic slope u. The angle that the along-current
ion makes with its projection onto the horizontal plane is h. Bottom friction is assumed to maintain turbulence
hout the depth of the current, while larger-scale eddying motions across the width of the current are assumed to
erned by planetary rotation.
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by the angle h that the (along-current) slope makes with the horizontal and the Richardson num-
ber of the current (Turner, 1973, p. 179),
Ri ¼
gðqp � qeÞB cos h

qrU
2
s

; ð3Þ
where g is the gravitational acceleration and qr is a reference density. For non-rotating downslope
flows and h (=u) less than about 5� Ri is of O(0.5) or more (Turner, 1973). The force balance
operating in the along-stream direction at small h and Ri J O(1) is between bottom friction
and buoyancy (Turner, 1973), and for geostrophic slope currents Killworth (2001) calculates an
upper bound on the rate of descent on the slope as
sin hK
1

400
; ð4Þ
where h is defined to be the angle between the along-current direction ŝ and its projection onto the
horizontal plane. Eq. (4) is consistent with slope currents in the Weddell Sea, which have an aver-
age slope of h 
 0.1� (descending 2500 m along the outflow path of length 1500 km, Price and
Baringer, 1994). Under these conditions Eh is small (Turner, 1973), but not zero (as assumed
by Price and Baringer, 1994; MacCready et al., 1999).

Upon integrating (1) over the current cross-section, we obtain the equation describing the
volume flux in the slope current,
d

ds

ffiffiffi
p

p

2
BRU s

� �
¼ EhRU s. ð5Þ
Following Killworth (2001) the momentum balance for the current in the ŝ-direction may be
expressed as
CDU 2
s ¼

gðqp � qeÞ
qr

B sin h; ð6Þ
where CD (
2–3 · 10�3) is the drag coefficient. Together with (4), Killworth (2001) then finds
slope currents to be well represented by a Froude number criterion of the form
U 2
s ¼ c1

gðqp � qeÞ
qr

B; ð7Þ
where c1 is a constant taking a value approximately equal to one. Following Turner (1973) the
equation describing the buoyancy of the current may be written
d

ds
BRU sffiffiffi

2
p

gðqp � qeÞ
qr

� �
¼ BRU s

d

ds
gðqr � qeÞ

qr

� �
; ð8Þ
using (1) and (2).
Entrainment into bottom slope currents is poorly understood. To find Eh at small h we apply a

linear interpolation between Eh 
 10�2 at h = 5� (Turner, 1973) and the theoretical limit Eh ! 0 at
h = 0�. For h = 0.1� we interpolate Eh � 2 · 10�4, which is consistent both with that expected
(Turner, 1973, p. 182) for slope currents in the Weddell Sea based on their bulk Richardson
number (Ri � 3, calculated using qp � qe � 0.03 kg/m3, qr � 1025 kg/m3, B � 100 m, and
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Us � 0.1 m/s, Price and Baringer, 1994) and with recent data characterizing numerous dense out-
flows in the oceans (Price et al., 2003).

The above ad hoc estimates for Eh are consistent with those expected from a scaling analysis.
Combining (5) and (8) gives
Eh ¼
ffiffiffi
p
2

r
B

ðqp � qeÞ
d

ds
ðqr � qeÞ �

ðqp � qeÞffiffiffi
2

p
� �

. ð9Þ
Assuming that the top-to-bottom density difference in the basin interior is comparable with the
density anomaly in the slope current near the surface, we expect from (9) that
Eh �
ffiffiffi
p

p B
S
; ð10Þ
where S is the total along-slope distance travelled by the current. For slope currents in the Wed-
dell Sea, (10) predicts Eh = O(10�4). Some evidence indicates that the entrainment constant may
vary with depth (e.g. near a break in bottom slope, Price and Baringer, 1994).

The along-stream coordinates (s,z 0) can be transformed to the locally horizontal–vertical coor-
dinate system (x,z). For this purpose we define the entrainment constant
Ez ¼ Eh= sin h; ð11Þ

which is the rate of increase with vertical distance of volume flux per unit width in the current (cf.
Eq. (9) with ds sinh = dz). It is remarkable that for the small slopes and values of Eh character-
izing outflows in the ocean Ez 
 0.1, which is the same as the entrainment constant for a vertical
plume (Baines and Turner, 1969; Turner, 1986). In the absence of a better model we therefore take
a constant value Ez = 0.1 for slope currents. We expect this might over-estimate the entrainment
rates at greater depths, where slopes tend to be smaller and the current has grown thicker. How-
ever, the solutions for constant Ez will show that entrainment is small at depths greater than
2500 m, so that the results are insensitive to the value used at those depths.

We express (5), (7) and (8) in terms of the vertical plume velocityWp, which is the vertical com-
ponent of the along-stream velocity Us,
d

dz

ffiffiffi
p

p

2
BRW p

� �
¼ EzRW p; ð12Þ

W 2
p ¼ c1

gðqp � qeÞ
qr

B sin2h; ð13Þ
and
d

dz
BRW pffiffiffi

2
p

gðqp � qeÞ
qr

� �
¼ BRW p

d

dz

gðqp � qeÞ
qr

� �
. ð14Þ
We require a description for the rate of lateral expansion of the turbulent bottom current along its
path. Once the current is in approximate geostrophic balance (Killworth, 2001), instabilities gener-
ally develop and effectively increase its width. Although both downslope drainage in the bottom
Ekman layer and motion of the ambient water column can play a role in this lateral expansion
(e.g. see Sutherland et al., 2004), we neglect these effects and concentrate on the baroclinic instability
driven by buoyancy forces associated with the dense current, as observed by Swaters (1991, 1998),
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Jiang and Garwood (1996), Etling et al. (2000) and Choboter and Swaters (2000). In these studies,
baroclinic instabilities formed periodically in the vicinity of the outflow source and predominantly
on the downslope side of the current. Once the instabilities reach large amplitude, they caused
the current to break up into a series of coherent subplumes spaced at intervals of 8–12Rd, where
Rd ¼
½gðqp � qeÞB=qr�

1=2

f
ð15Þ
is the Rossby radius of deformation based on the current height and f is the Coriolis parameter.
As these structures move in the downstream direction we anticipate that rotationally dominated
eddying motions will evolve across the whole width of the current owing to both continued baro-
clinic instability and eddy interactions (Griffiths et al., 1982; Griffiths and Linden, 1982; Griffiths
and Hopfinger, 1984; Griffiths, 1986; Swaters, 1998). Following Griffiths and Hopfinger (1984) we
then model the lateral expansion of the current as a (turbulent) diffusive process with the diffusion
coefficient
v ¼ 1

2

dR2

dt
¼ c2U rms‘; ð16Þ
where c2 
 0.14 is a constant (note this is a corrected value from that given by Griffiths and Hop-
finger, 1984) and ‘ 
 14Rd is the lengthscale characterizing the eddy-like structures. Note that (16)
describes the lateral expansion relative to the centreline of the current. Hence superposition of the
mean descent rate of the current (4) on (16) will lead to an asymmetry between upslope and down-
slope expansion in the slope frame of reference (cf. Swaters, 1991; Jiang and Garwood, 1996;
Swaters, 1998; Etling et al., 2000; Choboter and Swaters, 2000). We take the velocity scale
characterizing the rotationally controlled turbulence to be Urms = 0.3[g(qp � qe)B/qr]

1/2 (Griffiths
and Hopfinger, 1984), and substituting for Urms, ‘ and Rd in (16) gives
W p
dR2

dz
¼ c3

f

gðqp � qeÞ
qr

B; ð17Þ
where the constant c3 
 1.2. The current thickness B and half-width R represent a rectangular box
approximation to the cross-stream thickness profile. The actual averaged path width of a mean-
dering current may be much larger (and the depth smaller) as a result of eddies and meanders
having scales comparable to the current width.

2.3. The interior flow

Continuity requires that the volume flux V carried downward in the slope current through any
level z balances that upwelled in the basin interior (Baines and Turner, 1969), and this may be
expressed as
V ¼
ffiffiffi
p

p
BRW p

sin h
¼ �AW e. ð18Þ
Note that the factor of sinh is required to give the horizontal area in the current over which down-
welling occurs. We also apply the advection–diffusion balance,
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W e

dqe

dz
¼ j� d

2qe

dz2
; ð19Þ
in the interior of the basin. Here,We is the upwelling velocity and, following previous ocean mod-
els, we assume a uniform vertical diffusivity j�. We ensure that there is no net heating of the ocean
by applying at the surface (z = 0) the boundary condition
qh ¼ � cp
a

j� dqe

dz
A; ð20Þ
where cp is the specific heat and a is the coefficient of thermal expansion. A different diffusivity in
the surface boundary layer would have minimal effect on our solution since we are describing the
circulation in terms of the heat flux carried by the flow, and therefore the diffusivity in the bound-
ary layer will influence only the near-surface density gradient.

The buoyancy flux carried by the slope current through any level z is given by
F ðzÞ ¼
Z
ApðsÞ

gðqp � qeÞU dAp ¼
ffiffiffi
p
2

r
BRW p

sin h
gðqp � qeÞ; ð21Þ
where Ap(s) represents the current/plume cross-section. The upward diffusive flux in the interior
must balance the buoyancy flux F(z) in the slope current at every level,
F ðzÞ ¼ gj�A
dqe

dz
. ð22Þ
The plume volume flux V is given by (18) and the volume flux per unit depth entrained into the
plume at any level is
Q ¼ 2REzW p

sin h
. ð23Þ
2.4. The model system of equations

At the surface we require the volume and momentum fluxes in the slope current to be zero (cf.
Baines and Turner, 1969). The buoyancy flux in the slope current at the surface is
F ð0Þ ¼ F 0 ¼
agqc
cp

; ð24Þ
where qc = �qh is given by (20). At the bottom of the basin, the density anomaly approaches zero
(and, therefore, the buoyancy flux F(H) approaches zero in both the current and the interior). We
check a posteriori that this condition is fulfilled by the solution. As in the ‘‘filling box’’ solution
(Baines and Turner, 1969) the formulation does not represent the horizontal outflow from the
slope current to the interior, which would require a horizontal density difference at the bottom.

The system of equations, (12)–(14) and (17)–(19), may be combined and integrated to give a
third order system
dV
dz

¼ Q; ð25Þ

dF
dz

¼ � FV
Aj� ; ð26Þ
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and
R
dR
dz

¼ 2�1=4c�1=2
1 c3p�1=4E1=2

z q�1=2
r f �1ðsin hÞ�1 F

Q

� �1=2

; ð27Þ
where
Q ¼ 27=6Ezp
�1=6c1=31 q�1=3

r F 1=3R2=3. ð28Þ
Eqs. (25) and (26) describe respectively how the volume flux V and buoyancy flux F in both the
interior and the slope current change with height owing to entrainment of ambient fluid from the
interior into the current (at the rate Q given by (28)). Eq. (27) describes how the slope current half-
width R increases with depth owing to both entrainment and baroclinic instability as it flows
along the slope at an angle h to the horizontal. These equations are based on the intimate connec-
tion between the slope current and the interior, and are solved numerically, whence the remaining
quantities of interest may be calculated. The plume velocity and thickness are given by
W 2
p ¼

23=2Ezc1ffiffiffi
p

p
qr

F
Q
sin2h; ð29Þ
and
B ¼ 2Ezffiffiffi
p

p V
Q
; ð30Þ
respectively, and the plume density by (21). The upwelling velocity and density profile in the inte-
rior, We and qe, are found from (18) and (22), respectively. In particular, the solution provides a
value for the total overturning volume flux Vmax = V(H) and the top-to-bottom density difference
Dq = qe(H) � qe(0) in terms of the free parameter j�.
3. Solutions and comparison with observations

For the purposes of applying the recycling box model in Section 2 to the global oceans we first
consider the solution obtained for best estimates of theoretical and measured quantities, and two
values of the diffusivity j�. Thus we impose a surface cooling flux qc equal to the poleward heat
flux that is carried by the surface waters of the southern hemisphere (2 · 1015 W, Houghton et al.,
1996, p. 212) and that drives bottom water formation. The bottom water is assumed to descend
from the surface in slope currents that make an angle h 
 0.1� with the horizontal all the way to
the bottom. This angle determines the distance that the slope current travels but has little effect on
the total entrainment, as discussed in Section 2. As the model flow is two-dimensional (apart
from the bottom water plume) we apply the matching heating flux qh = �qc over the surface area
of the global oceans A = 3.6 · 1014 m2. We have taken H = 3780 m as the average depth of the
oceans (Gill, 1982), qr � 1025 kg/m3, cp 
 3990 J/kg/K for seawater at 20 �C and atmospheric
pressure (Gill, 1982) and a = 2.54 · 10�5 K�1 for seawater at �2 �C (Gill, 1982; this tempera-
ture being representative of the water in the Weddell Sea that feeds the sinking plumes and even-
tually becomes bottom water, Price and Baringer, 1994). The Coriolis parameter f is set to
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1.37 · 10�4 rad/s, which corresponds to a latitude of 70�S. We examine the consistency between
the conceptual model and ocean measurements without expecting solutions to be accurate in all
respects.

Both the thermal boundary layer depth and the density difference between the surface and deep
oceans are well predicted using the background diffusivity j� ¼ 10�5 m2=s measured in the open
ocean (Fig. 3). The knee of the predicted density profile (or base of the thermocline) is sharper than
the observed profiles. The deep oceans are predicted to be stratified, but it is apparent from profiles
of the buoyancy frequencyN (Fig. 4) that the predicted abyssal stratification is too weak. However,
these differences are likely to result from the neglect of a number of factors. Ekman pumping in the
upper ocean deepens the subtropical thermocline and shallows the subpolar thermocline, spreading
the knee in the global average. Processes such as the formation of MODE waters and the model
approximations for shallow depths, discussed earlier, are expected to influence the shape of the
Fig. 3. Comparison of density profiles predicted by the recycling box model (for values of j� ¼ 10�5, ––, and 10�4 m2/s,
- - -) with potential density (r0) profiles averaged from the Levitus 1994 dataset (http://iridl.ldeo.columbia.edu/
SOURCES/.LEVITUS94/) for the northern (–– ––) and southern (–– - ––) hemisphere oceans. The predicted density
profiles are referenced to the global average potential density measured below depths of 3000 m (
1027.83 kg/m3).

Fig. 4. Comparison of the buoyancy frequency profile in the oceans (dashed line) with that predicted by the recycling
box model for j� ¼ 10�5 m2=s (solid line) and j� ¼ 10�4 m2=s (dotted line). The ocean data is a global mean and is
taken from Peixoto and Oort (1992, p. 197).

http://dx.doi.org/10.1029/2003JC002008
http://dx.doi.org/10.1029/2003JC002008
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profile through the thermocline. At abyssal depths, the unrealistically weak predicted stratification
is the result of the density anomaly qp � qe in the model being required to approach zero at the
bottom, a requirement that leads to vanishing advective buoyancy flux (21) and, in turn, a vanish-
ing diffusive buoyancy flux (and hence a vanishing gradient, (22)) in the interior. Temporal varia-
tions of the buoyancy flux in the ‘‘dominant’’ slope current (e.g. Fahrbach et al., 2001; Foldvik
et al., 2004) and the division of sinking between several sites in the southern hemisphere will also
lead to lateral intrusion over a range of depths. Additional sinking at sites in the northern hemi-
sphere to form NADW also may influence the abyssal ocean stratification. In sharp contrast to
the good agreement for j� ¼ 10�5 m2=s, the density profile predicted for j� ¼ 10�4 m2=s (a value
typical of previous models) does not match observations, with a thermal boundary layer that
extends through most of the depth and a small surface-to-bottom density difference. In this case
the solution reproduces the measured density gradient at abyssal depths (Fig. 4).

The predicted width, thickness, along-stream velocity and density of the slope current are
shown in Figs. 5 and 6. At a depth of 1000 m, the current thickness, speed and density anomaly
(
150 m, 0.7 m/s and 0.3 kg/m3, respectively) is consistent with values found to characterize the
Filchner Shelf outflow into the Weddell Sea (100 m, 0.39 m/s and 0.08 kg/m3, respectively; Price
and Baringer, 1994). The predictions in Figs. 5 and 6 are also supported by hydrographic data at
two downstream sections. At the first section, Foldvik et al. (2004) found an unsteady current cen-
tred at a depth of 1500 m that, when present, was approximately 50 km wide, more than 200 m
thick and characterized by speeds of O(0.2) m/s (observations range between 0.16 and 0.5 m/s)
and a potential temperature anomaly of about �1.5 �C (a potential density difference of
O(0.04) kg/m3) relative to the basin interior. At the second downstream section, Fahrbach
et al. (2001) found the bottom water current at depths between about 1250 and 3000 m in a region
approximately 250 km in width and 250 m thick (cf. Fig. 5). The average current speed was
approximately 0.035 m/s and the potential temperature anomaly was of O(�0.6) �C (cf. Fig. 6).
At times two cold cores were observed in the section, which is consistent with the cross-stream
eddying structure assumed in our model in Section 2. The current height is predicted to increase
very sharply below about 2000 m depth (Fig. 5). Although the large values of B become unrealistic
Fig. 5. Predictions of the steady-state recycling box model for the slope current thickness (solid line) and half-width
(dashed line) for j� ¼ 10�5 m2=s.



Fig. 6. Predictions of the steady-state recycling box model for the slope current speed (–– - ––) and the densities of the
slope current (- - -) and the basin interior (––) for j� ¼ 10�5 m2=s. The predicted density profiles are referenced to the
global average potential density measured below depths of 3000 m (
1027.83 kg/m3).
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in this region (Fig. 6), the increase is a result of the density anomaly in the model being required to
approach zero (as discussed in Section 2.4) in the absence of a representation of the horizontal
outflow from the slope current to the interior. The plume volume flux must be maintained to
the bottom, and without a density anomaly to maintain lateral spreading and current speed,
the current thickness increases artificially.

Profiles of the upwelling velocity in the basin interior and entrainment flux into the slope cur-
rent (Fig. 7) show for j� ¼ 10�5 m2=s that the upwelling velocity is almost uniform with depth at
0.5 · 10�7 m/s below 2000 m and that the entrainment flux peaks at 500 m and is negligible below
Fig. 7. Predictions of the steady-state recycling box model for the bulk upwelling velocity in the basin interior (bold
lines) and the flux per unit depth entrained into the slope current (light lines). The solid and dashed lines correspond to
predictions for j� ¼ 10�5 and 10�4 m2=s, respectively. The reference density qr is taken to be 1025 kg/m3 for seawater at
20 �C and atmospheric pressure (Gill, 1982). An upwelling velocity of 1 · 10�7 m/s over the area of the global ocean
corresponds to a volume flux of 36 Sv (1 Sv = 106 m3/s).
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3000 m (where the current is unrealistically thick). In contrast, the upwelling velocity increases
strongly with depth for j� ¼ 10�4 m2=s and the entrainment flux into the plume remains large
all the way to the bottom. The upwelling velocity predicted for j� ¼ 10�5 m2=s is in good agree-
ment with values (O(10�7) m/s) inferred from radiocarbon and hydrographic data (Munk, 1966;
Ganachaud and Wunsch, 2000; Ganachaud, 2003) for the deep oceans (above levels where the
confining effect of bathymetry on water masses is relatively important). Chlorofluorocarbon
(CFC) evidence from the Pacific thermocline (Matear and Wong, 1997) also supports upwelling
velocities (1.5 · 10�8 m/s) and rates of diffusion (1.5 · 10�5 m2/s below the mixed-layer, and
increasing with depth) that are comparable with our predictions for depths of 300 m. Below
depths of 1000 m, we predict for j� ¼ 10�5 m2=s that approximately 8 Sv of ambient water is en-
trained into the slope current (Fig. 7), in excellent agreement with the 7.4 ± 2.4 Sv obtained from
a CFC inventory for the southern hemisphere (including, for a meaningful comparison, that flux
recycled through the current at depth, see Fig. 5 of Orsi et al., 2002). Price and Baringer (1994)
found in their model for the slope current in the Weddell Sea that most of the entrainment of
ambient water occurred at depths between 700 and 1200 m, which we also predict for
j� ¼ 10�5 m2=s (Fig. 7, neglecting the region above the current starting depth of 700 m). This
agreement is intriguing since Price and Baringer (1994) attribute the sudden entrainment to the
acceleration of the current down a steepening topographic slope, which is an effect not included
in our model. Moreover, our model suggests that entrainment flux per unit vertical distance is re-
latively insensitive to topographic slope (as seen in (11)).

The lack of consensus in the existing literature on overturning volume fluxes and rates of bot-
tom water formation in the global oceans makes a comparison with our predictions challenging,
in part because the global overturning circulation is likely to differ from the simple form assumed
in this and many previous studies (e.g. see Sloyan and Rintoul, 2001). However, in attempting to
place our own results in context we offer an interpretation that goes some way towards reconciling
previous findings. Consequently we find that our predictions are not inconsistent with a number
of previous studies, which have used a wide range of approaches. Munk and Wunsch (1998) argue
for an average upwelling flux through the deep and abyssal oceans of approximately 30 Sv, which
corresponds to a timescale of O(1500) years for the replacement of the total ocean volume
(assumed to be comparable with the oldest water mass mixture in the ocean, England, 1995).
Remarkably, if we multiply our predicted upwelling velocity at the ocean bottom (Fig. 7) by
the cross-sectional area A we obtain 18.4 Sv of interior upwelling/overturning. Given that bottom
waters are produced in the southern hemisphere (as AABW, which is typically characterized by
potential temperatures less than 0 �C or the neutral density surfaces cn > 28.27 kg/m3, e.g. see Orsi
et al., 2002), this prediction is also consistent with those from the hydrographic inversions of
Ganachaud and Wunsch (2000) and Ganachaud (2003) (21 ± 6 Sv in the Southern Ocean) and
Sloyan and Rintoul (2001) (27 Sv injection into the bottom waters).

Our predictions (Fig. 7) agree with observations (Price and Baringer, 1994; Weppernig et al.,
1996; Fahrbach et al., 2001; Foldvik et al., 2004) that entrainment results in a bottom water for-
mation rate 2–3 times greater than the volume flux of source water supplying the slope current
(the source in the Weddell Sea is Ice Shelf Water from the Filchner Depression at about 600 m
depth, e.g. Foldvik et al., 2004). However, these studies have suggested smaller absolute rates
of bottom water formation around Antarctica. Field observations of the bottom water plume
in the northwestern Weddell Sea (Fahrbach et al., 2001) gave a bottom water formation rate of
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1.3 ± 0.4 Sv, which compares with 2.2 Sv predicted by the model of Price and Baringer (1994).
The identification of several plumes in the Weddell Sea (Foldvik et al., 2004) leads to larger esti-
mates for the Weddell Sea Bottom Water (WSBW, characterized by potential temperatures less
than �0.7 �C, e.g. see Fahrbach et al., 2001) formation rate of about 5 Sv (Weppernig et al.,
1996; Foldvik et al., 2004). These volume fluxes, though still relatively small, are augmented by
entrainment of overlying Weddell Deep Sea Water (WSDW) as WSBW exits the Weddell Sea
and becomes AABW (Mensch et al., 1996, finds 11 Sv of AABW to be derived from 3.5 Sv of
new WSBW). Although the majority of AABW is thought to have its origins in the Weddell
Sea (e.g. Price and Baringer, 1994; Orsi et al., 1999), additional contributions come from several
other sites around Antarctica (e.g. Sloyan and Rintoul, 2001).

Studies of transient tracer redistribution offer a means of estimating the total bottom water
formation rate. CFC and tritium inventories in the southern hemisphere have given fluxes of
8�9.5 Sv (Orsi et al., 1999), 8.1 ± 2.6 Sv (Orsi et al., 2002) and at least 14 Sv (Mensch et al.,
1996). We note that these values are not necessarily inconsistent with the predictions of our
model and previous hydrographic inverse box models. Unsteady buoyancy forcing at the ocean
surface gives rise to temporal variations in the slope current (Fahrbach et al., 2001; Foldvik
et al., 2004). Bottom water formation will only occur when the buoyancy flux is large, while
water in the slope current does not reach the bottom at other times and instead enters the basin
interior at a shallower depth (Killworth and Turner, 1982). The CFC tracer distribution con-
firms this behaviour with 9.4 Sv estimated to enter the deep interior (i.e. as Modified Circum-
polar Deep Water rather than as AABW) from the sinking regions in the southern hemisphere
(Orsi et al., 2002). This contribution brings the total deep and bottom water formation rate to
17.2 Sv (which, for a meaningful comparison, includes that flux recycled through the slope cur-
rent at depth). This is significantly closer to our prediction based on steady surface heat fluxes,
and suggests that the agreement could be improved by incorporating unsteadiness into our
model. As noted by Sloyan and Rintoul (2001), bottom water formation rates computed from
hydrographic inverse box models include the flux entrained from overlying waters after the bot-
tom water leaves the slope current and circulates through the box. Therefore, we expect such
formation rates to be larger than the bottom water formation rate defined in this study in terms
of the volume flux in the slope current.

In summary, the data interpretations are consistent with southern hemisphere plumes that
replenish abyssal waters at a rate in the vicinity of 10�30 Sv. Approximately 3.6 Sv (Fig. 7) is pre-
dicted to be transported upward into the thermal boundary layer (at approximately 400 m depth,
Fig. 3) and this is the net southward volume flux predicted within the thermocline.
4. Parameter dependence and sensitivity analysis

In order to explore the solution dependence on the key variables qc and j�, and the sensitivity of
the solution to uncertainties in a number of coefficients for parameterized processes, we vary one
quantity at a time, keeping all others fixed at the ‘‘preferred’’ values discussed above. The results
can be compared (see Table 1) with related predictions of the non-rotating boundary layer scaling
analysis of Rossby (1965), which was extended to the case of an applied flux by Mullarney et al.
(2004), and with the geostrophic boundary layer scaling proposed for the ocean by Bryan and Cox



Table 1
Summary of power laws obtained from the results of the recycling box model, from the scalings based on non-rotating
(Rossby, 1965; Mullarney et al., 2004) and geostrophic theories (Bryan and Cox, 1967; Park and Whitehead, 1999), and
from GCM studies (Park and Bryan, 2001)a

Recycling box Non-rotating Geostrophic GCMs

Applied flux:
DT � E�0.4

z j��0.56q4=5c j��2=3q5=6c j��1=2q3=4c

Vmax � E0.45
z j�0.56q1=5c j�2=3q1=6c j�1=2q1=4c

d � E�0.43
z j�0.4q�1=5

c j�1=3q�1=6
c j�1=2q�1=4

c

Applied DT:
qc � E0.50

z j�0.70DT 5=4 j�4=5DT 6=5 j�2=3DT 4=3 j�0.57�0.67

Vmax E0.56
z j�0.70DT 1=4 j�4=5DT 1=5 j�2=3DT 1=3 j�0.45�0.6

d � E�0.53
z j�0.25DT�1=4 j�1=5DT�1=5 j�1=3DT�1=3 j�0.34�0.38

a Note that no GCM results are available for the case of an applied boundary flux. See text for the derivation of the
recycling box results.
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(1967), and extended to the case of an applied flux by Park and Whitehead (1999). We also com-
pare with a number of GCM results, particularly those of Park and Bryan (2000).

Fig. 8 shows the predicted overturning volume flux Vmax = V(H), the top-to-bottom density dif-
ference Dq = r0(H) � r0(0) and the surface boundary layer thickness d as functions of the surface
buoyancy flux F0 = gaqc/qcp. In the case of the strongest sinking, Vmax is also the rate of forma-
tion of bottom water. The boundary layer thickness is defined as the depth d below the surface at
which the density difference r0(H) � r0(d) falls to 1/e of the top-to-bottom difference. The
estimated heat transport of 2 PW in each hemisphere (with thermal expansion coefficient
a = 2.54 · 10�5 K�1) corresponds to a buoyancy flux of 1.2 · 105 N/s. The predicted volume flux
power law V max � q1=5c has an exponent between the non-rotating scaling V max � q1=6c and the geo-
strophic scaling law V max � q1=4c . The predicted density difference varies as q4=5c , which again lies
between the non-rotating Dq � q5=6c and the geostrophic Dq � q3=4c scaling laws. The boundary
layer thickness is predicted to vary as q�1=5

c , and this too lies between the non-rotating and geo-
strophic scalings d � q�1=6

c and d � q�1=4
c , respectively.

The measured global average ocean values for Dq and d are shown in Fig. 8 as a band extending
between the averages of that quantity for the northern and southern hemispheres. For Vmax the
band shows the range of estimates discussed in Section 3. Of these quantities the observed top-
to-bottom density difference provides the tightest constraint on the applied buoyancy flux for which
the model matches observations: for the ‘‘preferred’’ values of all other quantities, a heat flux of
2 PW accurately predicts the density difference. The actual overturning volume flux is much more
uncertain (as discussed earlier) and can accommodate a wide range of model heat fluxes. The mea-
sured e-folding depth for density (150 m and 320 m in the Southern and Northern hemispheres,
respectively) indicates that the average ocean thermocline depth is significantly shallower than
the 520 m predicted for the model thermal boundary layer. Comparisons using either the e-folding
depth for buoyancy frequency or a knee in the profile of buoyancy frequency lead to a similar con-
clusion. The shallower ocean thermocline might be a result of Ekman pumping, which tends to dee-
pen the thermocline in the subtropics and western regions of basins, and to make it shallower at



Fig. 8. The theoretical dependence of (a) overturning volume flux, (b) top-to-bottom density difference and
(c) boundary layer thickness on the applied buoyancy (heat) flux, for ‘‘preferred’’ values of all other quantities.
The hatched band indicates the uncertainty of the measured globally-averaged ocean value in each case. Lines indicate
the rational power law slopes that fit the data. The vertical line indicates the observed heat flux of 2 PW.
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high latitudes and eastern regions, thus broadening the curvature of the hemisphere-averaged den-
sity profiles. Our neglect of wind stress and planetary vorticity effects is expected to make the
boundary layer depth the least accurate of our comparisons, but nonetheless an interesting result.
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Fig. 9 shows the same predicted volume flux, top-to-bottom density difference and boundary
layer thickness as in Fig. 8, but as functions of the interior vertical diffusivity j� (with qc = 2 PW
and a = 2.54 · 10�5 K�1). The predicted volume flux follows a power law V max � j�0.56, a slightly
Fig. 9. The theoretical dependence of (a) overturning volume flux, (b) top-to-bottom density difference and (c)
boundary layer thickness on the interior vertical diffusivity, for ‘‘preferred’’ values of all other quantities. The hatched
band indicates the uncertainty of the measured globally-averaged ocean value in each case. Lines indicate the power law
slopes predicted by the non-rotating and geostrophic scaling theories (Table 1).
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weaker dependence than the non-rotating scaling V max � j�2=3 and slightly stronger dependence
than the geostrophic scaling result V max � j�1=2. The predicted density difference varies
as j��0.56

, and this again lies between the non-rotating ðj��2=3Þ and geostrophic ðj��1=2Þ scal-
ing. The boundary layer thickness varies with j�0.40, again intermediate to the non-rotating and
geostrophic scalings, d � j�1=3 and j�1=2, respectively. Comparison with ocean values shows again
that the density difference is well predicted only by j� ¼ 10�5 m2=s. The variation of volume flux
with j� is sufficiently rapid that even the broad uncertainty in the ocean overturning rate permits
only moderate diffusivities. The predicted average thermocline depth, for all but extremely small
diffusivities, is again larger than that measured in the oceans.

If entrainment plays a significant role in the overturning then we expect a strong dependence of
key observables on the entrainment constant Ez. Solutions using Ez = 0.05, 0.1 and 0.2 (Fig. 10)
are well fitted by the power laws V max � E0.45

z ;Dq � E�0.4
z and d � E�0.43

z . Thus increasing the
entrainment rates increases overturning rate (as defined by the plume or bottom water volume
flux) and decreases density differences, but also decreases the boundary layer thickness. All values
of Ez in this range (with the ‘‘preferred’’ values of other quantities) provide consistency with the
actual bottom water formation rate (12–25 Sv), whereas the largest value of the entrainment con-
stant gives a density difference that is too small.

Other quantities that are assumed constant with depth and forcing strength in the theoretical
formulation, and that have been held at fixed values in the above discussion, include three vari-
ables, along-current bottom slope h, Coriolis parameter f and ocean area A, along with the semi-
empirical coefficients c1 = 1 (for the Froude number of the slope current, from (7)) and c3 = 1.2
(relating lateral spreading of the slope current to baroclinic eddy properties, from (17)). Solutions
were obtained at larger and smaller values of each. For example, increasing bottom slope by a
factor of five decreases the overturning volume flux by 20% and increases the top-to-bottom den-
sity difference by 20%. Decreasing A by 40% to match the real ocean area at a depth of 4000 m
increases the upwelling velocity by 27%, slightly thins the boundary layer and decreases the over-
turning rate by 21%. Decreasing f to that appropriate to latitude 20� increases the overturning by
15%. Increasing c1 by a factor of two (considered to be an outer bound) increases Vmax by 5% and
decreases the density difference by 5%. Increasing c3 by a factor of two increases Vmax by 8% and
decreases density difference by 8%. We conclude that these variables and constants all describe
aspects of the flow that are of some significance in governing the overturning circulation of the
model. At the same time, the uncertainties in the appropriate values and the sensitivity of the re-
sults to these quantities are small enough to make the calculations reliable and robust. The robust-
ness is particularly well demonstrated by a version of the model in which sinking is modelled as a
simple turbulent plume falling vertically to the ocean bottom, in place of the slope current, and for
which the results using the ‘‘preferred’’ input values in Section 3 are comparable (Vmax 
 9.4 Sv,
Dq = 2.4 kg/m3 and d 
 600 m). Note that if h or Ez are allowed to vary with depth a more com-
plicated set of equations must be solved. However, solutions with depth-dependent area A are
readily obtained from (25)–(27). The ocean area decreases by only 10% from the surface to
2000 m, 25% to 3000 m, and 40% to 4000 m depth. This can lead to a modification of the
depth-dependence of upwelling velocity and density. For the geometry in Fig. 1b, with A(z)
decreasing linearly from A(0) to A(H) = 0.6A(0), we find that the upwelling velocity at the bottom
increases by 60%, but that the overturning flux decreases by only 5% and the top-to-bottom
density difference is virtually unchanged.



Fig. 10. The theoretical dependence of (a) overturning volume flux, (b) top-to-bottom density difference and
(c) boundary layer thickness on the entrainment constant, for ‘‘preferred’’ values of all other quantities. The hatched
band indicates the uncertainty of the measured globally-averaged ocean value in each case. Lines indicate the power law
slopes predicted by the non-rotating and geostrophic scaling theories (Table 1).
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When comparing the present results to previous GCM studies it should be remembered that
power laws expressed in terms of heat flux differ from those expressed in terms of temperature
difference. Most emphasis in GCMs has been on the calculated heat transport as a function of
vertical diffusivity and applied temperature difference (with a restoring flux condition). Thus the
slopes in Figs. 8 and 9 cannot be directly compared with previously reported power laws. In addi-
tion, the results of GCMs are not generally reported in the detail required for a full comparison
with our results, and there are no GCM results available for comparison with the entrainment
dependence of Fig. 10. However, Park and Bryan (2000) carried out a comparison of z-coordinate
and isopycnal-coordinate GCMs, for a thermally-driven overturning and an overturning forced by
both heating and wind stress, and reported the effects of varying the vertical diffusivity. Broadly,
these GCM results (Table 1) are only slightly different from the trends predicted by geostrophic
scaling and are therefore similar to the predictions of the theory presented here.

For a more detailed comparison we convert the present predictions into corresponding power
laws for the case of an applied temperature difference, and assume the two simple (temperature
and flux) boundary conditions place bounds on the behaviour expected under the restoring ther-
mal boundary conditions typically used in GCMs. The results of Figs. 8–10, although based on
changing only one variable at a time, can be approximated as
V max � E0.45
z j�0.56q1=5c ; ð31Þ

Dq � E�0.4
z j��0.56q4=5c ; ð32Þ

d � E�0.43
z j�0.4q�1=5

c ; ð33Þ
and can be rearranged to give the dependence for an applied density difference Dq (repeated in
Table 1):
qc � E0.50
z j�0.70Dq5=4; ð34Þ

V max � E0.56
z j�0.70Dq1=4; ð35Þ

d � E�0.53
z j�0.25Dq�1=4. ð36Þ
These predicted power laws for qc, Vmax and d for an applied temperature difference again fall
between the non-rotating (Rossby, 1965) and geostrophic (Bryan and Cox, 1967) boundary layer
scaling laws, although those scalings have nothing to say about the effect of entrainment. For
boundary layer depth, these scaling theories give d � j�1=5 and d � j�1=3, respectively. The
GCM results of Park and Bryan (2000) are described by the approximate power laws
qc � j�0.57�0.67
; ð37Þ

V max � j�0.45�0.6
; ð38Þ

d � j�0.34�0.38
; ð39Þ
where dependence on temperature difference was not reported and the larger powers in the ranges
shown for qc and Vmax were found using in situ rather than imposed restoring density differences to
estimate the geostrophic velocity. There was little difference between results for flat bottom and
bowl shaped basins, only minor differences between the z-coordinate and isopycnal layered models,
and only a small (at j� > 10�5 m2=s) increase of heat flux when wind stress was applied. Several
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earlier GCM studies collated by Park and Bryan (2000) gave a heat flux dependence qc � j�0.54�0.58
.

The larger powers in (37) and (38) are only slightly smaller (or slightly larger in the case of d) than
those predicted by the simple geostrophic scaling, whereas our recycling box model implies powers
(34)–(36) for qc andVmax slightly larger than the geostrophic scaling. The largest difference in behav-
iour is the relatively weak variation of boundary layer thickness with diffusivity (36) in the present
model. This behaviour is consistent with the greater rates of entrainment into the sinking region for
larger j�, which leads to more recycling at depth and less variation of the boundary layer thickness.
Note that the recycling box model and GCMs consider the dynamics of the whole volume, whereas
the scaling analyses consider only the dynamics of the upper boundary layer.

The theoretical model can also be compared to GCMs in terms of the predicted magnitudes for
key dependent variables. As discussed in Section 3, the recycling box model compares well with
the observed ocean (apart from a larger predicted thermocline thickness and weaker abyssal strat-
ification) for a diffusivity of 10�5 m2/s, whereas GCM results tend to agree with ocean values
when j� is set to the order of 10�4 m2/s. Thus the recycling box model gives an overturning rate
for the present base set of ‘‘preferred’’ parameter values (including j� ¼ 10�5 m2=s) of 20 Sv,
approximately a factor of four larger than that computed by Park and Bryan (2000) for that dif-
fusivity. Under these same conditions the boundary layer thickness given by the GCM is 150 m
(defined at 30�N), whereas our model gives 400 m. The ocean temperature difference in the
GCM was 22 �C (with expansion coefficient a = 2 · 10�4 K�1), which equates to a density differ-
ence of 5.6 kg/m3, nearly double the average density difference measured in the oceans and pre-
dicted by the present model.

The differences between GCM results and the theory are consistent with the expected effects of
entrainment into the plume. The point here is that the calculations in Section 3 were based on rea-
sonably well-constrained and previously established values for input variables and semi-empirical
constants, and therefore represent our best estimates for the ocean. However, the predicted power
law dependences (31)–(33) indicate that the observed ocean density difference and overturn rate can
be achieved by selecting a range of suitable combinations of diffusivity and entrainment constant.
For example, the same flow can be achieved with a larger diffusivity and a smaller entrainment (as
is found when moving from the present model, with its explicit description of entrainment, to pre-
vious GCMs, which use larger j� but have little control of the effective rates of entrainment). How-
ever, in the present theory diffusivity and entrainment have opposing effects on boundary layer
thickness, so that increasing one and decreasing the other greatly alters d. This behaviour illustrates
the effects of entrainment into the sinking region. For a diffusivity of 10�4 m2/s (which requires
Ez = 0.02 to give the observed density difference) we find a much larger boundary layer thickness
(2000 m) than for j� � 10�5 m2=s (for which the model requires Ez = 0.1 to match observations
and gives d = 400 m). Thus our solution for the ocean based on ‘‘preferred’’ values is apparently
close to the optimum that gives the best fit to observed Dq, Vmax and d. It is also consistent with
GCM results if we assume these have a smaller rate of entrainment into sinking regions.
5. Discussion of vertical diffusivities

The application of a theoretical one-dimensional advection–diffusion balance to the measured
abyssal gradients gives a larger diffusivity jm (e.g. Munk, 1966; Munk and Wunsch, 1998) than
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the present theory. The addition to the Munk (1966) balance of entrainment into sinking regions
(at least above 2500 m for the present slope plume model), and its fit to the measured stratification
at 1000–3000 m, would require a diffusivity je that is a factor of 2–3 less than jm by virtue of the
depth-dependent upwelling velocity and associated convergence of isopycnals as water is upw-
elled. However, fitting of the Munk balance (or its modification to take account of entrainment)
to the measured abyssal gradients does not take into account the way in which those gradients are
linked to the surface fluxes (or, equivalently, to the top-to-bottom density difference). The present
theory is an attempt to describe that link (albeit one that may be inaccurate in terms of the profile
within the thermocline owing to the action of processes not represented in the theory, and also
near the bottom owing to the neglect of the density difference required for a horizontal outflow).
Hence the magnitude of jm is not easily related to the j� predicted by the recycling box theory.

The theory links the surface to the abyss by requiring that the flux of plume buoyancy delivered
through any depth matches the interior diffusive flux through that depth. The plume buoyancy
flux at its source is given by the surface heating (which we can think of as a known, fixed quantity)
and the plume flux at any other depth is also determined by the plume dynamics and entrainment
(these are coupled to the interior stratification, but let us consider that a secondary factor and
therefore independent of interior diffusivity). The magnitude of the interior heat flux (which, inci-
dentally, must be present in a steady state, no matter how much of the upwelling is wind-driven)
must therefore also be set by these factors. Hence the interior gradients in both the thermocline
and the abyss must be determined by the plume behaviour.

As it is difficult to directly compare jm and j�, we instead illustrate the extreme sensitivity of the
diffusivity j� to entrainment into the slope current, for the case where the surface heat fluxes are
linked to the dynamics of the whole water column. Fig. 11 shows the diffusivity required in a recy-
cling box model as the entrainment coefficient Ez is varied, while the top-to-bottom density differ-
ence Dq and overturning flux Vmax are held constant. The locus in Ez–j� space is calculated using
(35) in the neighbourhood of the solution based on the ‘‘preferred’’ parameter values. Although
Fig. 11. Dependence upon Ez of the diffusivity required in the recycling box model with overturning flux Vmax and top-
to-bottom density difference Dq held fixed. The locus is shown as a solid line in the neighbourhood of the ‘‘preferred’’
parameter values Ez = 0.1 and j� ¼ 10�5 m2=s. For values of j� J 3
 10�5 m2=s, the dotted line indicates that the
entrainment constant becomes so small that the total flux entrained into the slope current can no longer reach Vmax.



74 G.O. Hughes, R.W. Griffiths / Ocean Modelling 12 (2006) 46–79
the power law becomes only approximate as the diffusivity increases (as indicated by the dotted
line for j� J 3
 10�5 m2=s, where entrainment into the plume becomes so small that the volume
flux is unable to reach Vmax), it is apparent that a small decrease in entrainment constant is com-
pensated for by a large increase in interior diffusivity (this becoming necessary to maintain the
prescribed Dq). This behaviour is therefore qualitatively consistent with a relatively small increase
in volume flux entrained into the slope current between 1000 and 3000 m corresponding to a
reduction of the required diffusivity by a much larger factor.

For j� ¼ 10�5 m2=s the predicted top-to-bottom density difference agrees well with observa-
tions. The interior structure in the density profile differs, and we appeal to thermocline processes
and additional (northern hemisphere) sinking as the main explanations for this discrepancy. The
heat fluxes required for additional sinking regions are assumed to be supplied in the northern
hemisphere and have not been included in our calculation since the main density structure is deter-
mined by the bottom water plume (Killworth and Turner, 1982). The additional heat uptake
required at the surface can be accommodated with an increase in the density gradient near the
surface, which is consistent with the difference between the predictions and observations in Fig.
3. In the abyss, the weaker stratification is associated with the model formulation, which gives
very thick slope currents owing to the vanishing density anomaly at the bottom.

Finally a comparison of this circulation model with the horizontal convection experiments of
Mullarney et al. (2004) is successful but will be reported elsewhere as it requires reformulation
of the plume model to describe a vertical line plume spanning the width of one end of the box.
6. Concluding remarks

A simple theoretical model has been developed to examine the magnitude of a convective
meridional overturning circulation forced by the observed meridional heat transport of the
oceans. The circulation is also assumed to be governed by a uniform rate of vertical mixing
throughout the interior. The predicted convective overturning is expected to be one contribution
to the overall global thermohaline circulation. Enhancement of the overturning by wind-forced
upwelling in the Southern Ocean will further reduce the required vertical diffusivity and the energy
requirements for mixing (Tsujino and Suginohara, 1999; Webb and Suginohara, 2001).

Entrainment into regions of turbulent downwelling is known to be an important process for
the generation and maintenance of a density stratification in finite volumes of fluid. However,
this process has effectively been neglected in previous discussions of the vertical advection–
diffusion balance that maintains the deep density stratification in diffusive theories for the ocean
overturning. Previous predictions of the external energy inputs required to maintain the deep
density stratification against the interior upwelling velocity are based on a one-dimensional bal-
ance, whereas entrainment can withdraw water from the interior over a range of depths, induc-
ing recirculation at depth and reducing the external energy requirement for mixing. Entrainment
is not resolved by current hydrographic inversions. We propose that it occurs in bottom cur-
rents, which flow on gentle slopes, and that the previously reported (very small) along-current
entrainment rates correspond to considerable rates of entrainment when expressed as inflow
rates per unit depth of sinking. The potential significance of entrainment is evidenced by esti-
mates of the large increase in volume flux with depth in slope currents. It is very difficult to
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represent this entrainment accurately in numerical simulations of large-scale ocean circulation.
In the model reported here we have not attempted to further refine the parameterization of tur-
bulent entrainment, focusing instead on the effects of entrainment on the basin-scale and global
overturning circulation.

Our analysis for the ocean interior flow does not explicitly describe the effects of planetary rota-
tion, or the quasi-horizontal currents, gyres and eddies forced by wind stress or buoyancy. Indeed,
we have no need to discuss a horizontal momentum equation or velocity field for the interior and
surface boundary layer. We have instead solved for the vertical component of the interior flow,
requiring only that the isopycnal surfaces in the interior, in a zonal average, are approximately
horizontal except where they slope upwards and approach the surface owing to cooling. Effects
of planetary rotation are included through use of the observed heat flux, which is treated as an
imposed surface boundary condition. The role of surface wind stress is included to the extent that
it may be responsible for heat transport, effectively imposing a heat flux on the vertical overturn-
ing. Freshwater and salinity buoyancy fluxes can in principle be included, but are smaller, of the
order of only 10% of the thermal buoyancy flux. There is substantial benefit in considering the
overturning forced by a prescribed heat flux (and governed by a prescribed vertical diffusivity).
The model then predicts both the mass fluxes and the temperature (density) difference from top
to bottom (which approximates the surface temperature difference from equator to pole). Of
the 2 PW heat flux applied at the surface, the solution for j = 10�5 m2/s implies that approxi-
mately 0.5 PW pass through the abyssal flow (taking vertical diffusion or, equivalently, the plume
buoyancy flux through a depth of 1000 m).

An additional complexity in the Southern Ocean is that some of the upwelling is thought to be
wind-driven, in which case the overturning rate may be governed by a combination of convection,
Ekman pumping and vertical mixing in the interior. Nevertheless, the vertical mixing in the aby-
ssal waters remains essential to the maintenance of a horizontal density difference between sinking
and interior waters, hence to the continued flow of dense waters to the bottom. Buoyancy forcing
too remains essential if the sinking is to occur in localized regions, such as sill overflows and slope
currents.

When applied to the oceans the convection model yields predictions that are consistent with a
wide range of previous studies and field observations. This agreement supports the hypothesis that
entrainment might play a key role not only in the dense slope currents, but also in the global over-
turning circulation. The results are also consistent with previously reported GCM studies, but
indicate the somewhat similar effects on volume flux of larger entrainment and larger interior ver-
tical diffusivity. We conclude that buoyancy forcing at the sea surface might be capable of driving
a substantial fraction, and perhaps all, of the mass flux in the observed overturning circulation.
This conclusion depends on the interior mixing rate, and hence on the rate of supply of energy
to turbulence from winds, tides or buoyancy. An important conclusion is that rates of vertical
mixing larger than measured in the oceans might not be required. Larger rates of mixing in the
theory give unrealistically rapid overturning, a large thermocline depth and small top-to-bottom
density differences.

Further improvements of the theory should focus on the bottom boundary condition and lat-
eral spreading of the bottom water, on describing the overturning with two major sinking regions,
on analyzing temporal responses to boundary conditions and on the effects of temperature-depen-
dent thermal expansion in the non-linear equation of state.
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